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**В ИНФОРМАЦИОННЫХ ВЕКТОРАХ**

Описывается способ построения кода с суммированием с минимальным общим количеством необнаруживаемых ошибок (оптимальный код), основанный на идее модификации кода с суммированием взвешенных переходов между разрядами, занимающими соседние позиции в информационном векторе. Предлагаемый код с суммированием можно отнести к классу модульных кодов с суммированием взвешенных переходов. Он имеет такое же количество контрольных разрядов, как и классический код Бергера, однако, в нем улучшены показатели обнаружения ошибок в информационных векторах, особенно в области малой кратности ошибок. Установлены свойства нового кода с суммированием, в особенности, важным является то, что при длинах информационных векторов  (*t*=1, 2, …) может быть построен оптимальный код. При  (*t*=1, 2, …), однако, коды близки к оптимальным. В статье объясняется такая особенность модульного кода со взвешенными переходами. Кроме того, в эксперименте с контрольными комбинационными схемами LGSynth`89 показано, что модульный код со взвешенными переходами позволяет организовывать системы функционального контроля с улучшенными показателями обнаружения ошибок в сравнении со структурами, полученными по кодам Бергера. В некоторых случаях достигается решение задачи 100%-ого обнаружения ошибок на выходах контролируемых комбинационных схем. Все это делает полученный код перспективным для решения задач технической диагностики.
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**Введение**

Принципы помехоустойчивого кодирования часто используются при построении надежных систем управления ответственными технологическими процессами, к которым относится и перевозочный процесс на железнодорожном транспорте. Например, для работы системы сигнализации на железнодорожном транспорте используется кодирование рельсовых цепей – передача импульсов и пауз неравномерной длины, совокупность которых соответствует трем смысловым посылкам: кодам «З», «Ж» и «КЖ» [1 – 3]. Для расширения функциональных возможностей систем управления движением поездов применяют также и более сложные устройства, передающие более широкий спектр информации. В таких устройствах для защиты информации применяются коды Хэмминга и Бауэра [4, 5]. Распространенным является и сменно-качественное кодирование, где используются комбинации недвоичного кода: работа частотной диспетчерской централизации, работа тональных рельсовых цепей, работа автоматов контроля сигнальных точек в системах диспетчерского контроля и т.д. [6 – 8]. Часто кодирование применяется и при построении самих логических устройств управления и контроля – для обеспечения свойства их самопроверяемости [9 – 11].

Использование помехоустойчивого кодирования позволяет на этапе проектирования логического устройства обеспечить защиту от возникающих в процессе эксплуатации дефектов путем внесения избыточных для выполнения им функций элементов [9]. Часто для этих целей применяют коды с повторением (для организации структур дублирования или троирования), а также коды с суммированием: коды Бергера, Боуза-Лина, модифицированные коды Бергера и другие (для организации самопроверяемых структур с уменьшенной сложностью по сравнению с дублированием) [12 – 24].

При построении надежных логических устройств управления распространенным является организация функционального контроля внутренних блоков. Например, используется функциональный контроль арифметико-логических устройств, входящих в любые современные системы автоматического управления [25 – 29]. При таком виде диагностирования техническое состояние контролируемого устройства определяется без отключения его от объектов управления [30].

Рассмотрим, как осуществляется организация систем функционального контроля с использованием избыточных кодов с суммированием.

**1. Коды с суммированием в системах функционального контроля**

Структура системы функционального контроля изображена на рис. 1. В ней исходное арифметико-логическое устройство *F*(*x*), реализующее систему рабочих булевых функций *f*1(*x*), *f*2(*x*), …, *fm*(*x*), снабжается специальным контрольным оборудованием. В состав контрольного оборудования входит блок контрольной логики *G*(*x*), вычисляющий значения контрольных функций *g*1(*x*), *g*2(*x*), …, *gk*(*x*), и самопроверяемый тестер, в любой момент времени фиксирующий соответствие между значениями рабочих и контрольных функций. Данное соответствие устанавливается на этапе проектирования системы функционального контроля и обычно определяется по правилам построения заранее выбранного кода с суммированием. Так выходы блока *F*(*x*) отождествляются с информационным вектором длины *m*, а выходы блока *G*(*x*) – с контрольным вектором длины *k*. От правил построения кода в существенной мере зависят такие важные параметры системы функционального контроля как обнаруживающая способность и аппаратурная избыточность, последняя, в свою очередь, влияет на энергопотребление, быстродействие, тестопригодность и другие характеристики построенной дискретной системы [9, 10].



**Рис. 1.** Структура системы функционального контроля

Структура, приведенная на рис. 1, на практике строится с условием 100%-го обнаружения одиночных неисправностей [30]. Ввиду раздельной реализации блоков *F*(*x*), *G*(*x*) и тестера в произвольный момент времени возможно возникновение неисправности только в одном из компонентов системы функционального контроля. Неисправности блока контрольной логики искажают значения контрольных функций, что фиксируется тестером. Тестер, как «последний сторож» в системе функционального контроля, строится самопроверяемым и обнаруживает собственные неисправности хотя бы на одном входном наборе [10]. Задача функционального контроля состоит в обеспечении обнаружения одиночных неисправностей в блоке *F*(*x*), внутренняя конфигурация связей между логическими элементами которого может приводить к возникновениям искажений различных кратностей в значениях разрядов выходного вектора. Таким образом, можно рассматривать свойства кода с суммированием по обнаружению ошибок в информационных векторах, изучая тем самым и особенности самой системы функционального контроля.

Различные коды с суммированием обладают различными свойствами по обнаружению ошибок в информационных векторах и позволяют строить системы с различными техническими характеристиками. Данная работа посвящена исследованиям кодов с суммированием, обладающих минимальным общим количеством необнаруживаемых ошибок в информационных векторах, а также уменьшенным количеством двукратных необнаруживаемых ошибок в сравнении с классическими кодами с суммированием.

**1. Анализ свойств обнаружения ошибок кодами Бергера**

**и кодами с суммированием взвешенных переходов**

Классический код с суммированием, или код Бергера [31], строится по следующему правилу: определяется вес информационного вектора *r* (сумма единичных информационных разрядов), а затем полученное число представляется в двоичном виде и записывается в разряды контрольного вектора. Число контрольных разрядов в коде Бергера вычисляется по формуле:  (запись  обозначает целое сверху от вычисляемого значения). Далее будем обозначать код Бергера как *S*(*m*,*k*)-код.

В *S*(*m*,*k*)-коде один и тот же контрольный вектор соответствует всем информационным векторам с одинаковым весом. Для данного значения *r* это  информационных векторов. С увеличением *r* число информационных векторов, соответствующих одному и тому же контрольному вектору увеличивается, достигая своего максимума при  для четного *m* и при  для нечетного *m*, а затем уменьшается. Такое распределение информационных векторов между контрольными векторами приводит к тому, что *S*(*m*,*k*)-кодом не обнаруживается достаточно большое количество ошибок в информационных векторах. Например, *S*(5,3)-код не обнаруживает 220 ошибок в информационных векторах, что составляет 22,18% от всех возможных ошибок в информационных векторах (другими словами, данным кодом не обнаруживается чуть менее четверти ошибок в информационных векторах). При низком значении обнаруживающей способности все *S*(*m*,*k*)-коды имеют также и низкую эффективность обнаружения ошибок малых кратностей – ими не обнаруживается 50% двукратных, 37,5% четырехкратных, 31,25% шестикратных ошибок и т.д. [32, 33].

Возникает задача повышения обнаруживающей способности, в том числе, в области малой кратности ошибок, при сохранении числа контрольных разрядов в коде. С практической точки зрения, например, в системах функционального контроля, решение этой задачи позволит, не увеличивая аппаратурной избыточности обнаруживать большее количество одиночных неисправностей контролируемого логического устройства.

В [34] введено понятие *оптимального разделимого кода по критерию минимума количества необнаруживаемых ошибок для заданных значений m и k.* Оптимальный код имеет равномерное распределение всех  информационных векторов между  контрольными векторами и не обнаруживает

 (1)

ошибок в информационных векторах. К примеру, оптимальный код с параметрами *m*=5 и *k*=3 имеет  необнаруживаемых ошибок, т.е. в 2,29 раз меньше, чем *S*(5,3)-код. В том же источнике предложен способ улучшения характеристик *S*(*m*,*k*)-кодов по обнаружению ошибок в информационных векторах с сохранением числа контрольных разрядов. Данный способ основан на преобразовании каждого слова кода Бергера в контрольной его части при помощи специального алгоритма. Он подразумевает определение веса вектора по модулю  и использование поправочного коэффициента, равного сумме по модулю два значений определенных разрядов информационного вектора. Модифицированные коды Бергера в среднем обнаруживают вдвое больше ошибок в информационных векторах, чем классические *S*(*m*,*k*)-коды, однако, они не являются оптимальными кодами. В [35 – 37] предложено семейство модифицированных кодов Бергера, получаемых установкой модуля определения веса информационного вектора из множества . Данные коды имеют уменьшенное количество контрольных разрядов в сравнении с кодами Бергера. При своих параметрах *m* и *k* модульно модифицированные коды Бергера также не являются оптимальными (за исключением кода с *M*=2, имеющего 2 контрольных разряда).

Оптимальный код с суммированием может быть получен на основе применения кода с суммированием взвешенных информационных разрядов. Впервые такой способ построения кода с суммированием описан в [31], а применение его для построения систем функционального контроля – в [38, 39]. Взвешивания информационных разрядов, однако, недостаточно для построения оптимального кода с теоретическим минимумом общего количества необнаруживаемых ошибок [40]. В [41 – 43] предложено несколько способов построения оптимальных кодов на основе модификации кодов с суммированием взвешенных информационных разрядов.

Оптимальный код с суммированием может быть получен и при модификации другого кода – кода с суммированием взвешенных переходов. Данный код предложен в [44], а некоторые его частные свойства обнаружения ошибок в системах функционального контроля установлены в [45 – 49]. Код с суммированием взвешенных переходов строится следующим образом.

**Алгоритм 1.** *Получение контрольных векторов кода с суммированием взвешенных переходов:*

1. Рассматриваются разряды информационного вектора, занимающие соседние позиции.

2. Каждому переходу от разряда к разряду присваивается весовой коэффициент из натурального ряда (1, 2, …, *m*–1), начиная с младшего разряда.

3. Подсчитывается сумма так называемых активных переходов (переход между разрядами называется активным, если сумма по модулю два значений соседних разрядов равна единице).

4. Полученное число представляется в двоичном виде и записывается в контрольный вектор.

Код с суммированием взвешенных переходов обозначим как *WT*(*m*,*k*)-код.

*WT*(*m*,*k*)-код обнаруживает бóльшее количество ошибок в информационных векторах, чем *S*(*m*,*k*)-код, имея при этом, однако, увеличенное количество контрольных разрядов. Их число равно . Увеличенное количество контрольных разрядов в *WT*(*m*,*k*)-коде в сравнении с *S*(*m*,*k*)-кодом приводит к увеличению сложности контрольного оборудования в системе функционального контроля (см. рис. 1). Кроме этого, контрольные разряды *WT*(*m*,*k*)-кодом используются неэффективно – *WT*(*m*,*k*)-коды не являются оптимальными [49]. Оптимальный код получается при использовании следующего алгоритма его построения [50, 51].

**Алгоритм 2.** *Получение контрольных векторов модифицированного кода с суммированием взвешенных переходов:*

1. Устанавливается значение модуля  (это модуль кода Бергера).

2. Подсчитывается сумма *V* так называемых активных переходов.

3. Определяется наименьший неотрицательный вычет числа *V* по установленному модулю: .

4. Число *W* представляется в двоичном виде и записывается в контрольный вектор.

Продемонстрируем работу алгоритма построения модифицированного кода с суммированием взвешенных переходов, или *WTM*(*m*,*k*)-кода, на примере построения *WT*8(5,3)-кода. В табл. 1 записаны весовые коэффициенты каждого перехода между разрядами информационного вектора, а в табл. 2 показаны все кодовые слова *WT*8(5,3)-кода. К примеру, в информационном векторе <00101> активными являются переходы между разрядами *x*1 и *x*2, *x*2 и *x*3, *x*3 и *x*4. Для получения числа *V* необходимо сложить значения весовых коэффициентов этих переходов: *V=w*1,2+*w*2,3+*w*3,4=1+2+3=6. Наименьший неотрицательный вычет числа *V* равен *W*=(6)mod8=6, что в двоичном виде представляется как <110>.

Анализируя табл. 2, нетрудно заметить, что числа *V* для информационных векторов, равноудаленных от середины таблицы (эти векторы имеют противоположные значения одноименных разрядов), равны между собой. При этом количество повторений чисел *V* неодинаково (табл. 3). Это и приводит к неравномерности распределения информационных векторов *WT*(*m*,*k*)-кода между контрольными векторами (в контрольные группы). Выполняя модификацию *WT*(*m*,*k*)-кода по алгоритму 2, мы устраняем этот недостаток, так как счет осуществляется до значения *M*–1=7: (8)mod8=0, (9)mod8=1 и (10)mod8=2.

**Таблица 1.** Весовые коэффициенты переходов в информационном векторе

|  |  |  |  |
| --- | --- | --- | --- |
| *w*4,5 | *w*3,4 | *w*2,3 | *w*1,2 |
| 4 | 3 | 2 | 1 |

**Таблица 2.** Кодовые слова *WT*8(5,3)-кода

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № | Разряды информационного вектора | *V* | *W*=(*V*)mod8 | Разряды контрольного вектора |
| *x*5 | *x*4 | *x*3 | *x*2 | *x*1 | *y*3 | *y*2 | *y*1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 1 |
| 2 | 0 | 0 | 0 | 1 | 0 | 3 | 3 | 0 | 1 | 1 |
| 3 | 0 | 0 | 0 | 1 | 1 | 2 | 2 | 0 | 1 | 0 |
| 4 | 0 | 0 | 1 | 0 | 0 | 5 | 5 | 1 | 0 | 1 |
| 5 | 0 | 0 | 1 | 0 | 1 | 6 | 6 | 1 | 1 | 0 |
| 6 | 0 | 0 | 1 | 1 | 0 | 4 | 4 | 1 | 0 | 0 |
| 7 | 0 | 0 | 1 | 1 | 1 | 3 | 3 | 0 | 1 | 1 |
| 8 | 0 | 1 | 0 | 0 | 0 | 7 | 7 | 1 | 1 | 1 |
| 9 | 0 | 1 | 0 | 0 | 1 | 8 | 0 | 0 | 0 | 0 |
| 10 | 0 | 1 | 0 | 1 | 0 | 10 | 2 | 0 | 1 | 0 |
| 11 | 0 | 1 | 0 | 1 | 1 | 9 | 1 | 0 | 0 | 1 |
| 12 | 0 | 1 | 1 | 0 | 0 | 6 | 6 | 1 | 1 | 0 |
| 13 | 0 | 1 | 1 | 0 | 1 | 7 | 7 | 1 | 1 | 1 |
| 14 | 0 | 1 | 1 | 1 | 0 | 5 | 5 | 1 | 0 | 1 |
| 15 | 0 | 1 | 1 | 1 | 1 | 4 | 4 | 1 | 0 | 0 |
| 16 | 1 | 0 | 0 | 0 | 0 | 4 | 4 | 1 | 0 | 0 |
| 17 | 1 | 0 | 0 | 0 | 1 | 5 | 5 | 1 | 0 | 1 |
| 18 | 1 | 0 | 0 | 1 | 0 | 7 | 7 | 1 | 1 | 1 |
| 19 | 1 | 0 | 0 | 1 | 1 | 6 | 6 | 1 | 1 | 0 |
| 20 | 1 | 0 | 1 | 0 | 0 | 9 | 1 | 0 | 0 | 1 |
| 21 | 1 | 0 | 1 | 0 | 1 | 10 | 2 | 0 | 1 | 0 |
| 22 | 1 | 0 | 1 | 1 | 0 | 8 | 0 | 0 | 0 | 0 |
| 23 | 1 | 0 | 1 | 1 | 1 | 7 | 7 | 1 | 1 | 1 |
| 24 | 1 | 1 | 0 | 0 | 0 | 3 | 3 | 0 | 1 | 1 |
| 25 | 1 | 1 | 0 | 0 | 1 | 4 | 4 | 1 | 0 | 0 |
| 26 | 1 | 1 | 0 | 1 | 0 | 6 | 6 | 1 | 1 | 0 |
| 27 | 1 | 1 | 0 | 1 | 1 | 5 | 5 | 1 | 0 | 1 |
| 28 | 1 | 1 | 1 | 0 | 0 | 2 | 2 | 0 | 1 | 0 |
| 29 | 1 | 1 | 1 | 0 | 1 | 3 | 3 | 0 | 1 | 1 |
| 30 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 |
| 31 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |

**Таблица 3.** Распределение чисел *V* при построении *WT*8(5,3)-кода

|  |
| --- |
| Числа *V* |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|  |  |  | 3 | 4 | 5 | 6 | 7 |  |  |  |
|   |   |   | 3 | 4 | 5 | 6 | 7 |   |   |   |

В табл. 4 приводится распределение информационных векторовв контрольные группы для рассматриваемого *WT*8(5,3)-кода. В каждой контрольной группе присутствует по 4 информационных вектора. Причем в силу равенства значений *V* для равноудаленных от середины табл. 2 информационных векторов в каждой контрольной группе обязательно присутствует как минимум два информационных вектора отличающихся друг от друга во всех разрядах. Это обуславливает наличие в *WT*8(5,3)-коде необнаруживаемых ошибок максимальной кратности *d*=*m*. Необнаруживаемые ошибки меньших кратностей появляются в *WT*8(5,3)-кодах при искажениях, переводящих информационные векторы одной контрольной группы в информационные векторы, не равноудаленные от середины табл. 2. Такой характер распределения информационных векторов на контрольные группы сохраняется и для всех *WTM*(*m*,*k*)-кодов. Единственным исключением являются *WTM*(*m*,*k*)-коды с числом информационных разрядов  (*t*=1, 2, …). Для них не происходит заполнения последней контрольной группы, т.к. количество информационных разрядов таково, что не образуется число . В самом деле, при *m*=4, например, максимальный вес информационного вектора равен *W=w*1,2+*w*2,3+*w*3,4=1+2+3=6.

**Таблица 4.** Распределение информационных векторов *WT*8(5,3)-кода в контрольные группы

|  |
| --- |
| *W*=(*V*)mod8 |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| Контрольный вектор |
| **000** | **001** | **010** | **011** | **100** | **101** | **110** | **111** |
| 00000 | 00001 | 00011 | 00010 | 00110 | 00100 | 00101 | 01000 |
| 01001 | 01011 | 01010 | 00111 | 01111 | 01110 | 01100 | 01101 |
| 10110 | 10100 | 10101 | 11000 | 10000 | 10001 | 10011 | 10010 |
| 11111 | 11110 | 11000 | 11101 | 11001 | 11011 | 11010 | 10111 |

Возвращаясь к *WTM*(*m*,*k*)-кодам с длинами информационных векторов  (*t*=1, 2, …), отметим, что в каждой контрольной группе для них имеются одинаковые по кратности переходы. Эти переходы и определяют количество искажений различной кратности в каждой контрольной группе. Например, на рис. 2 приводится граф всех возможных переходов в контрольной группе <101> *WT*8(5,3)-кода.



**Рис. 2.** Переходы в контрольной группе <111> *WT*8(5,3)-кода

Общее количество необнаруживаемых ошибок в *WTM*(*m*,*k*)-кодах получается путем умножения количества ошибок в одной контрольной группе на величину *M*.

В табл. 5 приводятся распределения необнаруживаемых ошибок в информационных векторах *WTM*(*m*,*k*)-кодов при некоторых значениях *m*. Анализ подобной таблицы позволил установить особенности нового класса кодов с суммированием по обнаружению ошибок в информационных векторах:

* любой *WTM*(*m*,*k*)-код обнаруживает 100% одиночных искажений (является помехоустойчивым);
* *WTM*(*m*,*k*)-коды с длинами информационных векторов  (*t*=1, 2, …) являются оптимальными;
* *WTM*(*m*,*k*)-коды с длинами информационных векторов  (*t*=1, 2, …) близки к оптимальным, но не являются таковыми;
* *WTM*(*m*,*k*)-коды с четными значениями *m* обнаруживают 100% ошибок нечетных кратностей в информационных векторах (таким свойством обладают любые коды Бергера);
* *WTM*(*m*,*k*)-коды обнаруживают 100% ошибок кратности *d*=*m*–1 в информационных векторах;
* *WTM*(*m*,*k*)-кодами не обнаруживается 100% ошибок максимальной кратности *d*=*m* в информационных векторах;
* количество необнаруживаемых ошибок каждой кратности (а также общее число необнаруживаемых ошибок) кратно величине модуля *M*.

Свойства *WTM*(*m*,*k*)-кодов объясняются правилами их построения. Например, помехоустойчивость объясняется тем, что в качестве весовых коэффициентов используется последовательность натуральных чисел от 1 до *m*–1, а модуль определения вычета всегда превосходит максимальное значение веса перехода в информационном векторе: *wm*–1,*m*=*m*–1,  и *M*>*m*–1. Если бы модуль *M* был равен значению веса перехода между самыми старшими разрядами *wm*–1,*m*, то вычет из данного числа был бы равен 0: (*wm*–1,*m*)mod*M*=(*M*)mod*M=*0. Это бы означало, что даже при активизации перехода значение веса в общей сумме *W* было бы всегда равно 0, и разряд бы не контролировался.

На рис. 3 приводится сравнение *WTM*(*m*,*k*)-кодов с *S*(*m*,*k*)-кодами по способности к обнаружению двукратных ошибок в информационных векторах – изображена зависимость значения отношения количества двукратных необнаруживаемых ошибок в информационных векторах к общему количеству двукратных ошибок в информационных векторах (величина β*d*) от длины информационного вектора. Из рис. 3 следует, что *WTM*(*m*,*k*)-коды более чем в два раза эффективнее обнаруживают двукратные ошибки, чем *S*(*m*,*k*)-коды. Такое улучшение оказывается справедливым и для ошибок любых четных кратностей (табл. 6). На графиках, приведенных на рис. 4 показана зависимость величины η*m*, равной отношению количества необнаруживаемых ошибок данной кратности в кодах Бергера и в рассматриваемых взвешенных кодах, от длины информационного вектора *m*. Величина η*m* показывает, во сколько раз уменьшается количество необнаруживаемых ошибок данной кратности в *WTM*(*m*,*k*)-кодах в сравнении с *S*(*m*,*k*)-кодами при конкретном значении *m*.

**Таблица 5.** Распределения необнаруживаемых ошибок в информационных векторах некоторых *WTM*(*m*,*k*)-кодов

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| *m* | *k* | *M* | Распределения необнаруживаемых ошибок по кратностям, *Nm*,*d* | *Nm* |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| 2 | 2 | 4 | 0 | 4 |   |   |   |   |   |   |   |   |   |   | 4 |
| 3 | 2 | 4 | 0 | 0 | 8 |   |   |   |   |   |   |   |   |   | 8 |
| 4 | 3 | 8 | 0 | 8 | 0 | 16 |   |   |   |   |   |   |   |   | 24 |
| 5 | 3 | 8 | 0 | 32 | 32 | 0 | 32 |   |   |   |   |   |   |   | 96 |
| 6 | 3 | 8 | 0 | 192 | 0 | 192 | 0 | 64 |   |   |   |   |   |   | 448 |
| 7 | 3 | 8 | 0 | 448 | 448 | 448 | 448 | 0 | 128 |   |   |   |   |   | 1920 |
| 8 | 4 | 16 | 0 | 832 | 0 | 1936 | 0 | 832 | 0 | 256 |   |   |   |   | 3856 |
| 9 | 4 | 16 | 0 | 2304 | 1280 | 4096 | 4096 | 1280 | 2304 | 0 | 512 |   |   |   | 15872 |
| 10 | 4 | 16 | 0 | 7680 | 0 | 24064 | 0 | 24064 | 0 | 7680 | 0 | 1024 |   |   | 64512 |
| 11 | 4 | 16 | 0 | 17408 | 7424 | 58496 | 45696 | 45696 | 58496 | 7424 | 17408 | 0 | 2048 |   | 260096 |
| 12 | 4 | 16 | 0 | 44032 | 0 | 242688 | 0 | 466944 | 0 | 242688 | 0 | 44032 | 0 | 4096 | 1044480 |

При нечетных значениях *m* эффективность обнаружения *WTM*(*m*,*k*)-кодами ошибок четной кратности в сравнении со значениями *m*±1 возрастает, что происходит по причине наличия в классе необнаруживаемых ошибок у кодов с нечетными значениями *m* ошибок нечетных кратностей.

**Рис. 3.** Доля необнаруживаемых двукратных ошибок от общего числа двукратных ошибок

в *S*(*m*,*k*) и *WTM*(*m*,*k*) кодах

**Рис. 4.** Улучшение свойства обнаружения двукратных ошибок

*WTM*(*m*,*k*)-кодами в сравнении с *S*(*m*,*k*)-кодами

**Таблица 6.** Значение β*d* по каждой кратности для классического и взвешенного кодов с суммированием

|  |  |
| --- | --- |
| *m* | Доля необнаруживаемых ошибок кратности *d* от общего количества ошибок данной кратности, % |
| 1 | **2** | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| *WTM*(*m*,*k*)-код |
| 2 | 0 | **100** |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 3 | 0 | **0** | 100 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 4 | 0 | **8,33** | 0 | 100 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 5 | 0 | **10** | 10 | 0 | 100 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 6 | 0 | **20** | 0 | 20 | 0 | 100 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 7 | 0 | **16,67** | 10 | 10 | 16,67 | 0 | 100 |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 8 | 0 | **11,61** | 0 | 10,8 | 0 | 11,61 | 0 | 100 |   |   |   |   |   |   |   |   |   |   |   |   |
| 9 | 0 | **12,5** | 2,98 | 6,35 | 6,35 | 2,98 | 12,5 | 0 | 100 |   |   |   |   |   |   |   |   |   |   |   |
| 10 | 0 | **16,67** | 0 | 11,19 | 0 | 11,19 | 0 | 16,67 | 0 | 100 |   |   |   |   |   |   |   |   |   |   |
| 11 | 0 | **15,45** | 2,2 | 8,66 | 4,83 | 4,83 | 8,66 | 2,2 | 15,45 | 0 | 100 |   |   |   |   |   |   |   |   |   |
| 12 | 0 | **16,29** | 0 | 11,97 | 0 | 12,34 | 0 | 11,97 | 0 | 16,29 | 0 | 100 |   |   |   |   |   |   |   |   |
| 13 | 0 | **15,54** | 2,05 | 8,89 | 4,75 | 6,54 | 6,54 | 4,75 | 8,89 | 2,05 | 15,54 | 0 | 100 |   |   |   |   |   |   |   |
| 14 | 0 | **16,35** | 0 | 12,76 | 0 | 12,27 | 0 | 12,27 | 0 | 12,76 | 0 | 16,35 | 0 | 100 |   |   |   |   |   |   |
| 15 | 0 | **15,6** | 3,1 | 9,23 | 4,26 | 7,32 | 5,79 | 5,79 | 7,32 | 4,26 | 9,23 | 3,1 | 15,6 | 0 | 100 |   |   |   |   |   |
| 16 | 0 | **11,88** | 0 | 6,61 | 0 | 6,15 | 0 | 6,15 | 0 | 6,15 | 0 | 6,61 | 0 | 11,88 | 0 | 100 |   |   |   |   |
| 17 | 0 | **12,87** | 0,81 | 5,65 | 1,7 | 4,09 | 2,49 | 3,27 | 3,27 | 2,49 | 4,09 | 1,7 | 5,65 | 0,81 | 12,87 | 0 | 100 |   |   |   |
| 18 | 0 | **14,71** | 0 | 7,25 | 0 | 6,26 | 0 | 6,15 | 0 | 6,15 | 0 | 6,26 | 0 | 7,25 | 0 | 14,71 | 0 | 100 |   |   |
| 19 | 0 | **14,33** | 0,68 | 6,47 | 1,46 | 4,5 | 2,2 | 3,61 | 2,9 | 2,9 | 3,61 | 2,2 | 4,5 | 1,46 | 6,47 | 0,68 | 14,33 | 0 | 100 |   |
| 20 | 0 | **14,61** | 0 | 7,47 | 0 | 6,43 | 0 | 6,2 | 0 | 6,16 | 0 | 6,2 | 0 | 6,43 | 0 | 7,47 | 0 | 14,61 | 0 | 100 |
| *S*(*m*,*k*)-код |
| 2÷20 | 0 | **50** | 0 | 37,5 | 0 | 31,25 | 0 | 27,34 | 0 | 24,61 | 0 | 22,56 | 0 | 20,95 | 0 | 19,64 | 0 | 18,55 | 0 | 17,62 |

**2. Экспериментальные исследования кодов с суммированием**

Для оценки эффективности вновь разрабатываемых способов построения надежных логических устройств часто используются известные базы контрольных логических схем [52]. Для сравнения свойств разработанного *WTM*(*m*,*k*)-кода со свойствами классических *S*(*m*,*k*)-кодов нами был выбран пакет контрольных комбинационных схем LGSynth`89 [53 – 55]. Контрольные комбинационные схемы LGSynth`89, в том числе, описаны в формате \*.netblif, который является списочной формой задания схемы в виде *net*-листа – он содержит информацию о логических элементах структуры и задает конфигурацию связей между входами и выходами самой схемы и внутренними логическими элементами. Все контрольные комбинационные схемы записаны в базисе ИЛИ-НЕ (библиотека nor.genlib).

Целью экспериментов ставилось комплексное исследование параметров сложности технической реализации и возможностей обнаружения ошибок на выходах контролируемых устройств при организации систем их функционального контроля по *WTM*(*m*,*k*)-кодам, а также сравнение параметров систем функционального контроля со структурами, полученными по *S*(*m*,*k*)-кодам.

Показателем сложности технической реализации логического устройства является площадь (*L*). Площадь рассчитывается с применением известного интерпретатора SIS (**S**equential **I**nteractive **S**ynthesis), разработанного в Университете Калифорнии (Berkeley) специально для решения задач технической диагностики [56].

С использованием разработанного программного обеспечения для 20 контрольных комбинационных схем были получены файлы, описывающие блоки системы функционального контроля, построенные по *S*(*m*,*k*) и *WTM*(*m*,*k*)-кодам (см. рис. 1). Затем, с применением интерпретатора *SIS* получены значения площадей полученных структур (см. табл. 7). Для подавляющего большинства контрольных комбинационных схем площадь системы функционального контроля, построенной по *WTM*(*m*,*k*)-коду, оказалась большей, чем площадь системы функционального контроля, построенной по *S*(*m*,*k*)-коду. Для оценки изменения сложности системы функционального контроля при использовании *WTM*(*m*,*k*)-кода взамен *S*(*m*,*k*)-кода введен коэффициент

 (2)

который показывает, во сколько раз уменьшилась площадь, занимаемая системой на кристалле. Если ε>1, то эффективнее применение *WTM*(*m*,*k*)-кода, если ε<1, то эффективнее использовать *S*(*m*,*k*)-код. Практически для всех контрольных комбинационных схем получен показатель ε<1, за исключением alu2 и x2. Для 13 контрольных комбинационных схем значение ε принадлежит диапазону (0,5 – 1,0), что говорит о том, что значение площади для большинства контрольных примеров увеличивается, но не более чем в два раза. В среднем значение площади увеличивается примерно на 25%. Таким образом, системы функционального контроля, построенные по классическим кодам с суммированием, являются более простыми, чем системы функционального контроля, построенные по взвешенным кодам с суммированием.

**Таблица 7.** Показатели сложности технической реализации систем

функционального контроля

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| № | Контрольнаясхема | Числовыходов, *m* | Площадьконтрольнойсхемы | Площадь системыфункционального контроля | ε |
| *S*(*m*,*k*) | *WTM*(*m*,*k*) |
| 1 | alu2 | 6 | 8856 | 22112 | 12548 | 1,762 |
| 2 | alu4 | 8 | 17288 | 177472 | 261960 | 0,677 |
| 3 | b1 | 4 | 304 | 564 | 1912 | 0,295 |
| 4 | c17 | 2 | 256 | 792 | 896 | 0,884 |
| 5 | cm42a | 10 | 640 | 10432 | 15312 | 0,681 |
| 6 | cm82a | 3 | 656 | 1768 | 1784 | 0,991 |
| 7 | cm85a | 3 | 992 | 2680 | 2752 | 0,974 |
| 8 | cm138a | 8 | 560 | 4704 | 8488 | 0,554 |
| 9 | cm151a | 2 | 760 | 896 | 1152 | 0,778 |
| 10 | cm162a | 5 | 1176 | 5872 | 6432 | 0,913 |
| 11 | cm163a | 5 | 1176 | 7376 | 8640 | 0,854 |
| 12 | cmb | 4 | 1248 | 2536 | 3896 | 0,651 |
| 13 | cu | 11 | 1464 | 25592 | 30864 | 0,829 |
| 14 | decod | 16 | 800 | 22464 | 632152 | 0,036 |
| 15 | f51m | 8 | 3360 | 15752 | 21696 | 0,726 |
| 16 | pcle | 9 | 1816 | 23680 | 25344 | 0,934 |
| 17 | pm1 | 13 | 1280 | 19120 | 77856 | 0,246 |
| 18 | tcon | 16 | 1152 | 47848 | 1200312 | 0,04 |
| 19 | x2 | 7 | 1304 | 5960 | 4880 | 1,221 |
| 20 | z4ml | 4 | 1600 | 4672 | 7288 | 0,641 |
| Среднее значение | 0,734 |

На рис. 5 для наглядности изображены графически в виде точек значения величины ε для различных контрольных примеров, а также жирной линией показано среднее значение ε=0,734.

Контрольные комбинационные схемы

ε

**Рис. 5.** Значения величины ε для различных контрольных комбинационных схем

Для определения свойств обнаружения ошибок различными кодами с применением специально разработанного программного обеспечения проведен анализ возникающих на выходах контрольных комбинационных схем ошибок. Для каждой контрольной схемы определено количество необнаруживаемых *S*(*m*,*k*) и *WTM*(*m*,*k*) кодами ошибок, а также рассчитаны следующие показатели обнаружения ошибок.

1. δ,% – доля необнаруживаемых данным кодом ошибок на выходах контрольной схемы от общего количества ошибок, возникающих на выходах схемы:

 (3)

1. α – отношение количества необнаруживаемых ошибок в *S*(*m*,*k*)-коде к количеству необнаруживаемых ошибок в *WTM*(*m*,*k*)-коде; коэффициент, показывающий, во сколько раз *WTM*(*m*,*k*)-код эффективнее обнаруживает ошибки на выходах контрольной схемы, чем *S*(*m*,*k*)-код:

 (4)

1. α*d* – отношение количества необнаруживаемых ошибок данной кратности *d* в *S*(*m*,*k*)-коде к количеству необнаруживаемых таких ошибок в *WTM*(*m*,*k*)-коде; коэффициент, показывающий, во сколько раз *WTM*(*m*,*k*)-код эффективнее обнаруживает ошибки на выходах контрольной схемы, чем *S*(*m*,*k*)-код:

 (5)

Данные экспериментальных исследований занесены в табл. 8 и табл. 9. Табл. 8 содержит данные о свойствах кода по обнаружению ошибок в целом, а табл. 9 – по различным их кратностям.

Анализируя коэффициент α, можно сделать вывод о том, что *WTM*(*m*,*k*)-код достаточно эффективно обнаруживает ошибки в реальных логических устройствах: для 15 контрольных комбинационных схем модульный код с суммированием взвешенных переходов обнаруживает бóльшее количество ошибок, чем классический код Бергера, при этом для 8 комбинационных схем достигнуто 100%-ое обнаружение одиночных ошибок на выходах контролируемых схем.

В табл. 9 приведены данные о распределениях необнаруживаемых ошибок на выходах 10 комбинационных схем по кратностям. Из табл. 9 следует, что для многих контрольных схем количество двукратных необнаруживаемых ошибок при использовании *WTM*(*m*,*k*)-кода уменьшилось в несколько раз в сравнении с контролем по *S*(*m*,*k*)-коду.

**Таблица 8.** Показатели обнаружения ошибок кодами с суммированием

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| № | Контрольная схема | Всего ошибок | Количество необнаруживаемых ошибок | δ,% | α |
| *S*(*m*,*k*) | *WTM*(*m*,*k*) | *S*(*m*,*k*) | *WTM*(*m*,*k*) |
| 1 | alu2 | 61988 | 7672 | 2326 | 12,377 | 3,752 | 3,298 |
| 2 | alu4 | 1966881 | 186142 | 21473 | 9,464 | 1,092 | 8,669 |
| 3 | b1 | 44 | 2 | 0 | 4,545 | 0 | **–** |
| 4 | c17 | 234 | 2 | 46 | 0,855 | 19,658 | 0,043 |
| 5 | cm42a | 278 | 8 | 0 | 2,878 | 0 | **–** |
| 6 | cm82a | 648 | 68 | 4 | 10,494 | 0,617 | 17 |
| 7 | cm85a | 30912 | 176 | 0 | 0,569 | 0 | **–** |
| 8 | cm138a | 680 | 0 | 0 | 0 | 0 | **–** |
| 9 | cm151a | 14592 | 14592 | 14592 | 100 | 100 | 1 |
| 10 | cm162a | 317331 | 1920 | 6585 | 0,605 | 2,075 | 0,292 |
| 11 | cm163a | 1221312 | 10368 | 21632 | 0,849 | 1,771 | 0,479 |
| 12 | cmb | 288218 | 6 | 0 | 0,002 | 0 | **–** |
| 13 | cu | 137984 | 34048 | 640 | 24,675 | 0,464 | 53,2 |
| 14 | decod | 224 | 0 | 0 | 0 | 0 | **–** |
| 15 | f51m | 13008 | 91 | 156 | 0,7 | 1,199 | 0,583 |
| 16 | pcle | 17472087 | 188416 | 97113 | 1,078 | 0,556 | 1,94 |
| 17 | pm1 | 189440 | 6848 | 617 | 3,615 | 0,326 | 11,099 |
| 18 | tcon | 4849664 | 0 | 0 | 0 | 0 | **–** |
| 19 | x2 | 19708 | 104 | 348 | 0,528 | 1,766 | 0,299 |
| 20 | z4ml | 4168 | 128 | 0 | 3,071 | 0 | **–** |
| Средние значения | 8,815 | 6,664 | 1,323 |

**Таблица 9.** Распределения необнаруживаемых ошибок по кратностям в контрольных схемах

|  |  |
| --- | --- |
| **–** | Необнаруживаемые ошибки по кратностям *d*, *Nm*,*d* |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | *Nm* |
| alu2 |
| Всего | 46095 | 11973 | 3589 | 287 | 44 | 0 |   |   | 61988 |
| *S*(*m*,*k*) | 0 / 0% | 7644 / 63,84% | 0 / 0% | 28 / 9,76% | 0 / 0% | 0 / 0% |   |   | 7672 / 12,38% |
| *WTM*(*m*,*k*) | 0 / 0% | 2230 / 18,63% | 0 / 0% | 96 / 33,45% | 0 / 0% | 0 / 0% |   |   | 2326 / 3,75% |
| **α** | **–** | **3,43** | **–** | **0,29** | **–** | **–** |  |  | **3,3** |
| alu4 |
| Всего | 1426687 | 299561 | 151604 | 68823 | 20002 | 204 | 0 | 0 | 1966881 |
| *S*(*m*,*k*) | 0 / 0% | 181963 / 60,74% | 0 / 0% | 4177 / 6,07% | 0 / 0% | 2 / 0,98% | 0 / 0% | 0 / 0% | 186142 / 9,46% |
| *WTM*(*m*,*k*) | 0 / 0% | 14034 / 4,68% | 0 / 0% | 7439 / 10,81% | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% | 21473 / 1,09% |
| **α** | **–** | **12,97** | **–** | **0,56** | **–** | **–** | **–** | **–** | **8,67** |
| cm82a |
| Всего | 576 | 68 | 4 |   |   |   |   |   | 648 |
| *S*(*m*,*k*) | 0 / 0% | 68 / 100% | 0 / 0% |   |   |   |   |   | 68 / 10,49% |
| *WTM*(*m*,*k*) | 0 / 0% | 0 / 0% | 4 / 100% |   |   |   |   |   | 4 / 0,62% |
| **α** | **–** | **–** | **0** |  |  |  |  |  | **17** |
| cm162a |
| Всего | 248348 | 37886 | 23996 | 6877 | 224 |   |   |   | 317331 |
| *S*(*m*,*k*) | 0 / 0% | 1920 / 5,07% | 0 / 0% | 0 / 0% | 0 / 0% |   |   |   | 1920 / 0,61% |
| *WTM*(*m*,*k*) | 0 / 0% | 6137 / 16,2% | 224 / 0,93% | 0 / 0% | 224 / 100% |   |   |   | 6585 / 2,08% |
| **α** | **–** | **0,31** | **0** | **–** | **0** |  |  |  | **0,29** |
| cm163a |
| Всего | 987648 | 132096 | 79680 | 21824 | 64 |   |   |   | 1221312 |
| *S*(*m*,*k*) | 0 / 0% | 10368 / 7,85% | 0 / 0% | 0 / 0% | 0 / 0% |   |   |   | 10368 / 0,85% |
| *WTM*(*m*,*k*) | 0 / 0% | 21568 / 16,33% | 0 / 0% | 0 / 0% | 64 / 100% |   |   |   | 21632 / 1,77% |
| **α** | **–** | **0,48** | **–** | **–** | **0** |  |  |  | **0,48** |

**Продолжение табл. 9**

|  |  |
| --- | --- |
| **–**  | Необнаруживаемые ошибки по кратностям *d*, *Nm*,*d* |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | *Nm* |
| f51m |
| Всего | 12169 | 781 | 56 | 2 | 0 | 0 | 0 | 0 | 13008 |
| *S*(*m*,*k*) | 0 / 0% | 91 / 11,65% | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% | 91 / 0,7% |
| *WTM*(*m*,*k*) | 0 / 0% | 156 / 19,97% | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% | 156 / 1,2% |
| **α** | **–** | **0,58** | **–** | **–** | **–** | **–** | **–** | **–** | **0,58** |
| pcle |
| Всего | 15696664 | 493980 | 448104 | 390486 | 271656 | 129756 | 37080 | 4361 | 17472087 |
| *S*(*m*,*k*) | 0 / 0% | 188416 / 38,14% | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% | 188416 / 1,08% |
| *WTM*(*m*,*k*) | 0 / 0% | 31222 / 6,32% | 13565 / 3,03% | 25134 / 6,44% | 18399 / 6,77% | 4433 / 3,42% | 4360 / 11,76% | 0 / 0% | 97113 / 0,56% |
| **α** | **–** | **6,03** | **0** | **0** | **0** | **0** | **0** | **–** | **1,94** |
| pm1 |
| Всего | 174528 | 9408 | 3968 | 1536 | 0 | 0 | 0 | 0 | 189440 |
| *S*(*m*,*k*) | 0 / 0% | 6400 / 68,03% | 0 / 0% | 448 / 29,17% | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% | 6848 / 3,61% |
| *WTM*(*m*,*k*) | 0 / 0% | 512 / 5,44% | 0 / 0% | 105 / 6,84% | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% | 617 / 0,33% |
| **α** | **–** | **12,5** | **–** | **4,27** | **–** | **–** | **–** | **–** | **11,1** |
| x2 |
| Всего | 16624 | 2428 | 544 | 96 | 16 | 0 | 0 |   | 19708 |
| *S*(*m*,*k*) | 0 / 0% | 104 / 4,28% | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% |   | 104 / 0,53% |
| *WTM*(*m*,*k*) | 0 / 0% | 288 / 11,86% | 4 / 0,74% | 48 / 50% | 8 / 50% | 0 / 0% | 0 / 0% |   | 348 / 1,77% |
| **α** | **–** | **0,36** | **0** | **0** | **0** | **–** | **–** |  | **0,3** |
| z4ml |
| Всего | 4008 | 128 | 32 | 0 |   |   |   |   | 4168 |
| *S*(*m*,*k*) | 0 / 0% | 128 / 100% | 0 / 0% | 0 / 0% |   |   |   |   | 128 / 3,07% |
| *WTM*(*m*,*k*) | 0 / 0% | 0 / 0% | 0 / 0% | 0 / 0% |   |   |   |   | 0 / 0% |
| **α** | **–** | **–** | **–** | **–** |  |  |  |  | **–** |

**Заключение**

Предложенный в статье способ построения кода с суммированием позволяет для всех длин информационных векторов, за исключением  (*t*=1, 2, …), получать оптимальные коды с суммированием с таким же количеством контрольных разрядов, как у классического кода Бергера. При том, что для *WTM*(*m*,*k*)-кода достигнут минимум общего количества необнаруживаемых ошибок в информационных векторах, он более эффективно обнаруживает и ошибки малых кратностей. Например, все *WTM*(*m*,*k*)-коды при длинах информационных векторов *m*=2÷20 более чем в два раза обнаруживают больше двукратных ошибок, чем *S*(*m*,*k*)-коды. Такое свойство определяет преимущество *WTM*(*m*,*k*)-кодов перед *S*(*m*,*k*)-кодами при организации систем функционального контроля.

В качестве особенности предложенного оптимального кода следует отметить появление в классе необнаруживаемых ошибок с нечетными кратностями для четных значений длин информационных векторов и невозможность обнаружения ошибок максимальных кратностей *d*=*m*. Последние, однако, в реальных схемах возникают крайне редко.

Результаты экспериментов с контрольными комбинационными схемами показали, что при незначительном увеличении показателя сложности технической реализации системы функционального контроля для большинства реальных схем достигается улучшение показателя обнаружения ошибок. В некоторых случаях достигается обнаружение 100% одиночных неисправностей на выходах элементов внутренней структуры контрольных схем. В среднем *WTM*(*m*,*k*)-коды обнаруживают в 1,323 раза больше ошибок на выходах контрольных комбинационных схем, чем *S*(*m*,*k*)-коды. *WTM*(*m*,*k*)-коды в среднем не обнаруживают 6,664% возможных ошибок на выходах контрольных схем, тогда как кодами Бергера не обнаруживается 8,815% таких ошибок (см. табл. 8).

Использование информации о свойствах обнаружения ошибок на выходах реальных схем *WTM*(*m*,*k*)-кодом позволяет при преобразовании структуры самого контролируемого устройства обеспечить решение задачи 100%-ого обнаружения одиночных неисправностей на выходах внутренних логических элементов. При этом потребуется меньшее количество избыточных элементов, чем при выборе в качестве основы системы контроля классического кода Бергера и применении известных алгоритмов реконфигурации структур комбинационных схем в контролепригодные [57 – 59].
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**Method of formation of sum code with improved efficiency of error detection in data vectors**

The article describes a method for sum code formation with a minimum total number of undetectable errors (optimum code), based on the idea of modification of the code with weighted transition summation between the bits, adjacent in data vector. The proposed sum code can be assigned to the class of modular codes with weighted transitions summation. It has the same number of check bits as a classic Berger code, however, it also has the improved performance of error detection in data vectors, especially in a low multiplicity of errors. The article states the properties of a new sum code, particularly important is that when data vectors have  (*t* = 1, 2, …) length the optimum code can be built. When  (*t* = 1, 2, ...), however, the codes are close to optimum. The article explains this feature of a modular code with weighted transitions. Moreover, the experiment with reference LGSynth`89 combinational circuits shows that modular code with weighted transitions allows to organize concurrent error detection (CED) systems with improved detection of errors in comparison with structures, based on Berger codes. In some cases, the problem of detection of 100% of errors at the outputs of combinational circuits under control might be solved. All that makes the resulting code a promising for solving the problems of technical diagnostics.
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